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C h a l l e n ge :  A u t o m a t e d  a n d  ra p i d  re m o t e  s e n s i n g  
fo r  u rge n t  d i s a s t e r  re s p o n s e

Automated data system are required to analyze large quantities of 
data from NASA NISAR, other satellite missions, and rapidly 
expanding GPS networks
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Going from artisan to automation: use system engineering 
approach to translate specialized data analysis into 
operational capability
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Demonstrate response to hazards with standardized set of data products for decision and policy makers
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Advanced Rapid  Imaging  and Ana lys is  (ARIA )



Amatrice, Italy earthquake
(August 23, 2016)
Automated Urgent Response 
Interferogram

Urgent response 
processing of ESA’s 
Sentinel-1A data to 
interferograms were 
automatically 
processed—all in AWS
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Hurricane Harvey Response
August 2017
Flood Proxy Map

Hurricane Maria Response
September 2017
Damage Proxy Map
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Urgent  Response  Ana lys is  in  AWS C loud

M7.1 Earthquake near Puebla, Mexico (September 9, 2017)

Reactive Auto Scaling of 
satellite analysis based on 
increased data acquisitions



Urgent Response Analysis in AWS Cloud

SAR-based Damage Proxy Map
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Dynamic  Sca l ing  in  Earth  Sc ience  Data  System

The size of the science data system compute nodes can automatically grow/shrink 
based on processing demand

Auto Scaling group policies
Target tracking scaling policies

Auto Scaling enabling runs of 
over 100,000 vCPUs
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Earth  Sc ience  Data  System in  AWS
NASA OCO-2 L2 Full Physics processing operational in AWS

• Processing of L2 full physics data products in Amazon cloud across multiple regions

• Scaled up thousands of compute nodes

• Demonstrated capability of higher internal data throughput rates than NISAR needs

Number of 
compute 
nodes over 
time

Per node 
transfer rate 
over time

Scalable internal 
data throughput

@ 32,000 full-physics 
processing on 1,000 nodes

ASG max set to 1000 instances x 32 vCPUs
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Cons iderat ions  for  Sca l ing  In/Out  Events

• Target tracking scaling policies
• Scaling up in batches + rest periods

Scaling up (scale out)

• What policy to set to scale down? CPU/network 
utilization

• Potential stateful domain knowledge only 
known within the instances

• Instance protection

Scaling down (scale in)
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Auto  Sca l ing  and the  Amazon EC2 
Spot  market

• Auto Scaling works well with Spot Instances

• Major cost savings (75%–90% savings over on-demand)…if can use Spot Instances

• Compute instances terminated if market prices exceed your bid threshold
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F leet  Management  for  H igh  Res i l iency  
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Running in Spot market forces the data 
system to be more resilient to failures

Compute fleet instances
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Auto  Sca l ing  and the  “ Market  Maker ”

This OCO-2 data production run of 
1000 x 32vCPUs affected the 
market prices

Strategy:
• Mitigate impact on spot market
• Diversification of resources
• “Spot fleet”
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“ Thunder ing  Herd”

Fleet of ASG compute instances calling same 
services at same time

• “API rate limit exceeded”

“Jittering” the API calls

• Introduce randomizations to API calls

• Distributes load on infrastructure

Service

Compute fleet instances
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Next  generat ion NASA miss ions

• The volume of data 
produced is larger than 
previous missions

• Data storage, 
processing, movement, 
and costs are the 
biggest challenges
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